
more inert host and hence a loss in activity. How-
ever, there are now many experimental and the-
oretical examples of metal alloys under realistic
conditions in which the more active element is
stabilized at the surface by adsorbates (21, 30–32).
This adsorbate-induced reverse segregation effect
is understood in terms of the adsorbate binding
more strongly to the element, which would nor-
mally segregate to the bulk and result in a re-
versal of the surface segregation behavior (21). In
the case of the Cu/Pd system, the stabilization
resulting from segregation of Cu to the surface is
small (0.02 eV) (31) compared with the ~0.4-eV
increase in binding of H to Pd versus Cu (6, 20).
The fact that Pd segregation to the Cu surface has
been observed experimentally in Pd/Cu catalysts
under realistic hydrogenation operating condi-
tions bodes well for the utility of this atomic ge-
ometry in real catalysts (32).
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An Impactor Origin for Lunar
Magnetic Anomalies
Mark A. Wieczorek,1* Benjamin P. Weiss,2 Sarah T. Stewart3

The Moon possesses strong magnetic anomalies that are enigmatic given the weak magnetism
of lunar rocks. We show that the most prominent grouping of anomalies can be explained by
highly magnetic extralunar materials from the projectile that formed the largest and oldest impact
crater on the Moon: the South Pole–Aitken basin. The distribution of projectile materials from
a model oblique impact coincides with the distribution of magnetic anomalies surrounding this
basin, and the magnetic properties of these materials can account for the intensity of the observed
anomalies if they were magnetized in a core dynamo field. Distal ejecta from this event can
explain the origin of isolated magnetic anomalies far from this basin.

Beginning with the Apollo era, spacecraft
observations have shown that portions of
the lunar crust are strongly magnetized

(1–4), yet their origin has remained unresolved.
The lithologies of the source rocks for these
anomalies are unknown, their time of magneti-
zation acquisition is poorly constrained, and it
is unclear whether the magnetization process
was thermoremanent or shock-related (5, 6). As a
result, the origin of the magnetizing fields is
a matter of debate, with possibilities including a
core dynamo, transient fields generated during
impacts, and the amplification of ambient fields
by impact-generated plasmas (7–13).

A key difficulty is that most lunar magnetic
anomalies have not been recognized to correlate
with knowngeologic structures.A few impact basins
possess central magnetic anomalies (12, 14, 15),
but these anomalies are typically weak and are
not representative of the most intense anomalies,
most of which are located on the far side of the
Moon (Fig. 1). Impact basin ejecta deposits are
statistically somewhat more magnetic than other
geologic units, but the magnetic signatures of the
ejecta from any given basin are quite variable
(16). A few prominent anomalies on the far side
of theMoon are located near the antipodes of four
young impact basins (2, 3), suggestive of an exot-
ic impact origin (17), but many strong anomalies
are not associated with basin antipodes, and most
basins do not possess antipodal anomalies.

It is also difficult to reconcile the strengths of
these anomalies with the magnetic properties of
known endogenous lunar materials. This is be-
cause lunar materials are very weakly magnetic
relative to terrestrial materials: The saturation rem-

anent magnetizations of mare basalts and pristine
highlands rocks are weaker than those of mid-
ocean ridge basalt by two to four or more orders
of magnitude (18, 19). To demonstrate this, we
calculated the thickness of magnetized materials
required to generate a representative 10-nTanom-
aly at an altitude of 30 km as a function of the
magnetizing field strength and rock thermorem-
anence susceptibility (ratio of thermoremanence
to the magnetizing field) (Fig. 2). The thermo-
remanence susceptibility correlates with both the
abundance of magnetic carriers in the rock and
the rock’s saturation remanent magnetization
(supporting online material), and lunar paleomag-
netic studies imply ancient field strengths be-
tween ~1 and 120 mT (5, 20, 21). We find that
even the highest postulated paleofield strengths
would require extremely thick deposits of uni-
directionally magnetized materials to account
for the lunar magnetic anomalies. For example,
more than 100 km of pristine feldspathic high-
land rocks would be required, but these thick-
nesses are greater than the thickness of the entire
lunar crust. More than 10 km of mare basalts
would be required, but this far exceeds the thick-
ness of most maria (11). Even the relatively high-
ly magnetic mafic impact melts, most of which
are thought to be derived from the Imbrium im-
pact event (22), would require thicknesses of
at least several kilometers, but none of the mag-
netic anomalies show the topographic expres-
sions that might be expected for such locally thick
ejecta deposits.

However, there is a major geologic structure
that correlates with some of the largest lunar
magnetic anomalies and that has received little
consideration previously. The far-side hemisphere
of the Moon hosts the largest known unequivocal

1Institut de Physique duGlobe de Paris, UniversitéParis Diderot,
94100 Saint-Maur des Fossés, France. 2Department of Earth,
Atmospheric, and Planetary Sciences, Massachusetts Institute
of Technology, Cambridge, MA 02139, USA. 3Department of
Earth and Planetary Sciences, Harvard University, Cambridge,
MA 02138, USA.
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impact structure in the solar system: the South
Pole–Aitken basin (Fig. 1).With amean diameter
of ~2200 km, this basin is elongated in the north-
south direction and was likely formed by an
oblique impact, with the projectile coming from
either the north or south (23). The most prom-
inent grouping of lunar magnetic anomalies
coincides with the northern rim of this basin, pre-

cisely where one would expect projectile materials
to have been deposited if the impact direction was
from the south.

We propose that materials from the South
Pole–Aitken impactor are the sourcematerials for
many of the largest lunar magnetic anomalies.
With high concentrations of metallic iron and oth-
er magnetic minerals, typical projectile materials

are on average about two orders of magnitude
more magnetic than endogenous lunar crustal
materials (Fig. 2). If the projectile was similar to a
chondritic meteorite, and if these materials were
magnetized by cooling in a steady core dynamo
field, integrated thicknesses of only a few hun-
dred meters would be required to account for the
strength of the lunar anomalies. If the projectile
was instead differentiated, the projectile core ma-
terials would have been evenmore magnetic than
undifferentiated chondritic meteorites.

Projectile materials should be incorporated
into impact deposits in abundances sufficient to
substantially change the magnetic properties of
these rocks. Terrestrial impact melts are known to
contain materials from the impactor ranging from
less than 1 weight percent (wt%) up to several
wt% (24, 25). The mafic impact melts sampled
during the Apollo missions are thought to have
formed during one or more basin-forming im-
pact events (primarily Imbrium) and contain ~1 to
2 wt% macroscopic metallic iron that was de-
rived from the core of a differentiated planetes-
imal (22, 26). Given the enormous size of the
South Pole–Aitken basin, the projectile that formed
this basin would have been ~10 times as massive
as that which formed the next largest lunar basin,
and comparable in mass to all other basin-forming
projectiles combined. Numerical simulations show
that most of the projectile would accrete to the
Moon in a molten or partially molten state for an
average impact angle and velocity (27).
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Fig. 2. Thickness of magnetic materials required to generate a 10-nT anomaly 30 km above the lunar
surface. Thermoremanent magnetizations acquired in a dipolar field were determined for each ther-
moremanence susceptibility, cTRM (in SI units), and surface paleofield intensity within a representative
disk 60 km in diameter at 30° latitude. The maximum magnetic field strength scales linearly with disk
thickness, and the disk thicknesses would differ by a factor of ~2 for anomalies located at the poles and
equator, or for disk diameters of 35 and 200 km. Representative thermoremanence susceptibilities of lunar
(dashed) and meteoritic (solid) materials are denoted by horizontal lines (data from tables S2 and S3).

Fig. 1. Magnetic field strength and topography
centered over the South Pole–Aitken basin (left)
and opposite hemisphere of the Moon (right).
Upper panel: Total magnetic field strength from
the sequential Lunar Prospector model of (4) eval-
uated 30 km above the surface. Lower panel:
Topography from Lunar Reconnaissance Orbiter
laser altimeter data (34). Ellipses elongated in
the north-south direction denote the inner ba-
sin floor and outer structural rim of the South
Pole–Aitken basin (23), and the connecting lines
join the respective semiminor and semimajor
axes. All images show half of the lunar surface
and are displayed in a Lambert azimuthal equal-
area projection overlain by a shaded relief map
derived from the surface topography.
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We assessed the hypothesis that projectile ma-
terials from the South Pole–Aitken impact event
are responsible for the majority of lunar magnetic
anomalies by tracking the fate of projectile ma-
terials in a suite of impact simulations. Our simu-
lations used a three-dimensional Eulerian shock
physics code with self-gravity and multiphase
equations of state for crustal, mantle, and core
materials (supporting online material). The rheol-
ogies of the target and projectile materials were
dependent on pressure, temperature, and strain
rate (28). The model Moon possessed a silicate
crust 50 km thick, with a forsterite mantle and a
small iron core, whereas the projectile was treated
as being either homogeneous in composition or
differentiated with a silicate mantle and iron core.
Simulations were run for more than 1 hour after
the impact, which allowed most of the ejecta to
re-impact the Moon.

As a representative case, a 45° oblique impact
at 15 km s–1 of a differentiated projectile 200 km
in diameter completely excavated the crust of the
Moon over an area ~1200 km in diameter and
formed a thick impact melt pool in the basin in-
terior (Fig. 3). The resulting ring of crustal thick-
ening is similar in size to the topographic rim of
the South Pole–Aitken basin, although it is not
elliptical. Differences in crater shape and crustal
structure between the model and observations
may result from gravitational and viscous mod-
ification processes that are not accounted for in
the simulations, or from the relatively low spatial
resolution used to model the lunar crust. In the
simulation, most of the projectile silicate mantle
was vaporized and lost to space, and only ~1%
of these materials were retained in the proximal
ejecta. The retained projectile mantle materials
were deposited downrange and exterior to the
basin’s excavation cavity, and possessed integrated
thicknesses close to 100 m extending about one
crater diameter from the basin rim. Only a neg-
ligible fraction of the projectile core was vapor-
ized, and almost 80% of these materials were
retained on the surface of theMoon. The retained
projectile corematerials were deposited primarily
near the downrange basin rim with thicknesses
up to a few kilometers.

We calculated the magnetic signature of the
projectile deposits by assuming that they acquired
a thermoremanence by cooling in the presence of
a global dipolar field (supporting online materi-
al), although transient fields and shock remanence
acquisition are also possible (8). The projectile
mantle was modeled using the magnetic prop-
erties of basaltic achondrites, which have ther-
moremanence susceptibilities less than those of
chondritic materials by about three orders of mag-
nitude (Fig. 1). The magnetic properties of pro-
jectile core materials are not well known (29) and
will depend primarily on how the projectile metal
is mixed with silicate materials in the impact
process (which will determine the grain sizes,
shapes, and magnetostatic interactions between
the metal particles). As a very conservative esti-
mate, we used a thermoremanent susceptibility of

0.5 SI units for the core materials, which is rep-
resentative of the ordinary and enstatite chon-
drites. Given that these chondritic materials
contain only a few tens of wt% metallic iron, the
true thermoremanent susceptibility of projectile
core materials is probably several times our
chosen value.

If the dipole field strength on the surface of
the Moon was just 5 mT when this basin formed
[at the low end of most paleofield estimates (5)],
the projectile core materials would give rise to
several magnetic anomalies with intensities of

more than 10 nT at 30 km altitude (Fig. 3). Both
the intensities and the spatial distribution of these
magnetic anomalies are similar to those observed
adjacent to the South Pole–Aitken basin.Although
most of the strong anomalies are located near
the downrange rim of the impact basin, a few
strong anomalies are found exterior to the basin
rim as well.

We have investigated the sensitivity of these
results by testing impact angles of 30°, 45°, and
60° from vertical; impact velocities of 10, 15, and
30 km s–1; and impactor diameters of 150, 200,

Fig. 3. Crustal thickness (top left), predicted magnetic field strength |B| (top right), integrated thickness
of projectile mantle materials (bottom left), and integrated thickness of projectile core materials (bottom
right) for a representative impact event sufficient to form the South Pole–Aitken basin. This oblique
impact simulation used a differentiated projectile 200 km in diameter with a core 110 km in diameter. The
impact direction was from south to north, the impact velocity was 15 km s–1, and the impact angle from
vertical was 45°. The projectile component delivered to the Moon acquired a thermoremanent mag-
netization in a dipolar field with a surface field strength of 5 mT. All images show half of the lunar surface
and are displayed in a Lambert azimuthal equal-area projection. The solid white contour denotes where
the crustal thickness has been reduced by a factor of 2 and is an approximate boundary for the extent of
the deep melt sheet; the dashed outer ellipse is an approximation of the location of the final basin rim.
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and 260 km (figs. S1 to S4). The overall dis-
tribution and thickness of proximal ejecta mate-
rials differed by a factor of ~3, depending on
resolution, which is small in comparison to the
uncertainty in the magnetic paleofield strength.
For impact angles of 30° from vertical, the pro-
jectile corematerials were deposited in the central
portion of the basin, where they can sink through
the melt sheet. For impact angles of 60° from
vertical, a larger fraction of the projectile escaped
the Moon’s gravity, and the projectile core ma-
terials were deposited exterior to the basin rim.
For homogeneous projectiles (figs. S5 to S8), the
projectile materials were deposited farther down-
range than for a similar impact of a differentiated
projectile. If the projectile materials had the mag-
netic properties of average chondritic meteorites,
dipole field strengths of 100 mT would generate
magnetic anomalies that are similar to those ob-
served on the Moon. Larger impact velocities
favor projectile vaporization, leading to weaker
magnetic anomalies. Although both differenti-
ated and undifferentiated projectiles can account
for the distribution and intensities of lunar mag-
netic anomalies, differentiated projectiles with im-
pact angles of 45° most easily account for the
strong anomalies that are located near the rim of
the South Pole–Aitken basin. In our simulations,
some projectile materials were deposited far from
the basin rim, and this distal ejecta could poten-
tially explain the existence of strong isolated
anomalies on the lunar nearside, such as Reiner-g
and Descartes (Fig. 1).

Large impact events were common in the
early evolution of the solar system, and these
would certainly have accreted important quan-
tities of highly magnetic materials to the crusts
of all the terrestrial planets and moons. A giant

northern lowlands–forming oblique impact on
Mars (30, 31) could help to explain the existence
of strong crustal magnetic anomalies in the south-
ern highlands of Mars that are otherwise difficult
to understand (32, 33). Similar magnetic anom-
alies might be expected to surround the Caloris
basin on Mercury. Impact basin–associated mag-
netic anomalies should scale with the amount of
retained projectile materials, and hence with ba-
sin size. Being exogenic in origin, planetary
magnetic anomalies could be used to search for
ancient meteoritic materials.
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Reconstruction of Microraptor and the
Evolution of Iridescent Plumage
Quanguo Li,1 Ke-Qin Gao,2 Qingjin Meng,1 Julia A. Clarke,3 Matthew D. Shawkey,4*
Liliana D’Alba,4 Rui Pei,5 Mick Ellison,5 Mark A. Norell,5 Jakob Vinther3,6

Iridescent feather colors involved in displays of many extant birds are produced by nanoscale
arrays of melanin-containing organelles (melanosomes). Data relevant to the evolution of these
colors and the properties of melanosomes involved in their generation have been limited.
A data set sampling variables of extant avian melanosomes reveals that those forming most
iridescent arrays are distinctly narrow. Quantitative comparison of these data with melanosome
imprints densely sampled from a previously unknown specimen of the Early Cretaceous feathered
Microraptor predicts that its plumage was predominantly iridescent. The capacity for simple
iridescent arrays is thus minimally inferred in paravian dinosaurs. This finding and estimation
of Microraptor feathering consistent with an ornamental function for the tail suggest a centrality
for signaling in early evolution of plumage and feather color.

Feather colors in extant birds (Aves) are gen-
erated from pigments and a variety of nano-
structural architectures (1,2). Iridescent colors,

an integral part of the avian plumage color gamut
involved in signaling and display, are produced
through coherent light scattering by laminar or

crystal-like arrays generated by layers of materials
with different refractive indices—namely, keratin,
melanin, and sometimes air—in feather barbules
(1, 2). Melanosomes can be arranged in single or
multiple layers (1, 2), and recent work shows
that even slight organization of melanosomes can

produce weakly iridescent (glossy) colors (3).
Iridescent nanostructures are diverse and have
evolved independently numerous times in extant
birds (4), but whether they are exclusively avian
innovations or appear earlier in dinosaur evolu-
tion has been unknown.

Thus far, fossil evidence of iridescent plumage
has been limited to a 47-million-year-old isolated
avian feather from Germany (Grube Messel) (5).
This feather preserved in fine nanostructural de-
tail the organization typical of many iridescent
avian melanosome arrays. Such pristine preser-
vation is rare, however, and so far unknown in
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1 Thermoremanence susceptibility of lunar and meteoritic materials

The thermoremanent magnetization acquired by most rocks is approximately proportional to the magne-

tizing field for field strengths less than about 50-100 µT (35–37). This can be expressed by the relation

Mtr = χTRM H, (1)

where Mtr is the thermoremanent magnetization (in units of A m−1), χTRM is the thermoremanence

susceptibility (sometimes denoted by the symbol c (38), in SI units), and H is the magnetizing field (in

units of A m−1). Experiments show (39–41) that the ratio of thermoremnent magnetization to saturation

remanent magnetization,Mrs, is related linearly to the applied magnetic field B (in units of T)

B = aMtr/Mrs. (2)

The proportionality constant a varies by a factor of about 3 to 5 for a wide range of geologic materials,

and is about 3× 10−3 for typical equant grains of multidomain iron (40). Using the relation B = µ0H ,

the thermoremanence susceptibility can be expressed as

χTRM = µ0 Mrs/a, (3)

where µ0 is the magnetic constant, 4π × 10−7 T m A−1.

We gathered measurements of the saturation remnant magnetization per unit mass mrs (in units of

A m2 kg−1; equivalently Mrs/ρ, where ρ the sample density) acquired over the last four decades for

lunar samples with relatively well-characterized lithologies (Table S1). These include unbrecciated mare

basalts, pristine highlands rocks (defined as unbrecciated or monomict anorthosites and Mg-suite rocks

uncontaminated by meteoritic materials), and mafic impact melt breccias (as defined by ref. (22)). Other

highlands breccias (e.g., granulitic breccias) typically are less well-defined petrographically but have

similar quantities of ferromagnetic minerals as the mafic impact melt breccias (5). The lunar soils and

regolith breccias are not considered because the regolith is extremely thin (<15 m (42)) and would not
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be unidirectionally magnetized given the continuous process of impact gardening. The average magnetic

properties of lunar materials are presented in Table S2 under the assumption that themrs measurements

are log-normally distributed. The average magnetic properties of chondritic and achondritic meteorites

are given in Table S3.

2 Magnetic field of material magnetized by a central dipole

The Gauss coefficients corresponding to a volume of material magnetized by a now extinct central dipolar

field were derived by ref. (43). The magnetization in this derivation was confined to lie between an upper

surface r(θ, φ), where θ and φ are respectively colatitude and longitude, and a lower spherical surface

with (arbitrary) radius R. The amplitude of the relief r relative to the average value was assumed to be

small. The ratio between the acquired thermoremanent magnetization M and magnetizing field H was

assumed to be linear and equal to χTRM , and the magnetizing dipolar field was assumed to be aligned

with the z axis with a dipole moment p.

Using complex orthonormalized spherical harmonics, Y m
l , that employ the Condon-Shortley phase

of (−1)m (44), the radius of the upper surface was expanded as

r(θ, φ) =
L�

l=0

l�

m=−l

r
m
l Y

m
l (θ, φ), (4)

where l is the spherical harmonic degree, m is the spherical harmonic order, and L is the maximum

degree of the expansion. We note that a typographic error is present in their derivation as the average

radius of r (here defined to be a) was set equal to r
0
0 instead of r

0
0/
√

4π, which is required for the

employed spherical harmonic normalization. Nevertheless, ref. (43) arrived at the correct results in

their discussion, despite this inconsistency. (It is only necessary to replace r00 in their manuscript by

the average radius of the function r.) The correct equation for the Gauss coefficients, after taking into

3



account an additional selection rule not used by ref. (43), is

g
m
l =

c p µ0

4 π a3

�

l�=l−1,l+1

r
m
l�

a

�
2l� + 1

(2l + 1)3
C

l0
10l�0 (5)

×
�
(2l − 2−m) C

lm
10l�m −

√
2
�

l�(l� + 1)−m(m + 1) C
lm
1,−1,l�,m+1

�
,

where the sum over l
� is understood to be only for the two listed values. The relation between Schmidt

semi-normalized, glm, and the above complex normalized coefficients is

glm =

�
2l + 1

4π






g
0
l m = 0

(−1)m √2 Real (gm
l ) m > 0

(−1)m+1 √2 Imag
�
g
|m|
l

�
m < 0.

(6)

The magnetic potential is given by the expression

U(r) = a

L�

l=1

l�

m=−l

�
a

r

�l+1

glm Ylm(θ, φ), (7)

where the spherical harmonic functions Ylm are Schmidt semi-normalized, and the magnetic field B is

equal to the gradient of the potential

B(r) = −∇U(r). (8)

For computational purposes, we note that the Wigner 3-j symbols are related to the Clebsch-Gordan

coefficients by (44, p. 236)

C
lm
l1m1l2m2

= (−1)l1−l2+m
√

2l + 1
�

l1 l2 l

m1 m2 −m

�

. (9)

3 Impact simulation methods

The formation of impact basins approximately the size of South Pole-Aitken was modeled using the

CTH shock physics code (45) in three dimensions with self-gravity (46). The Moon was initialized in

gravitational equilibrium with an estimate for the 0.5 Gyr thermal profile (47), and given the early time of

the South Pole-Aitken impact, molten cores were assumed for both the projectile and Moon. Multiphase

model equations of state were used for molten iron (48), forsterite (2008 update by Melosh based on
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ref. (49)), and silica (50) to represent core, mantle, and crustal materials, respectively. The simulations

utilized the adaptive mesh refinement feature in CTH. Since the simulations were performed in Cartesian

geometry, for visualization purposes, the thickness of crustal and projectile materials were determined

by projecting and summing the mass of these materials onto an approximately 130 km by 130 km equal

area grid at the surface.

The projectile had a resolution of 5 or 10 km until the shock wave was fully released. The crust and

upper mantle resolution was typically 20 km in the impacted hemisphere, and sensitivity tests were run

with resolutions of 10 to 40 km. Though these resolutions were sufficient to quantify the size of the region

were the crust was entirely excavated and the general redistribution of the crust, these resolutions (in

combination with the coarse grid used for visualization) are probably too low to quantify the fine details

of the post-impact stratigraphy. The overall distribution and thickness of proximal ejecta materials,

which is the main purpose of this study, was found to be qualitatively similar in these resolution tests,

with differences of a factor of about three (Figs. S1 and S5). It is emphasized that this factor of three is

small in comparison to the uncertainty in the strength of the field that magnetized these deposits, which

is estimated to be between about 1 to 120 µT (5, 20). In Figs. S1-S8, the mottled appearance of the

crustal thickness on the opposite hemisphere of the impact basin is an artifact due to a lower resolution

of the crust in this region. Vaporized and finely dispersed materials are removed from the calculation for

computational expediency using a density criteria (typically 0.1 kg m−3).

The pressure, temperature, and strain-rate dependent rheological model was an updated version of

ref. (28). In this work, the dynamic weakening criteria includes the effect of overburden pressure (51,52).

The lunar crust was modeled with the parameters for granite in ref. (28). For the mantle, the limiting yield

surface was defined by dislocation creep for olivine based on laboratory experiments (53). The peridotite

solidus and olivine liquidus were used to calculate melting in the mantle (54), which was implemented

in a similar manner as in ref. (55). Iron was assumed to be hydrodynamic.

The sizes of the excavation cavity and the final basin diameter were not significantly affected by these
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updates to the rheological model used in ref. (28). One change affects our investigation of the distribution

of materials near the basin rim. In previous numerical simulations of impact cratering, materials heated

to and above the solidus were essentially modeled as hydrodynamic fluids. It has long been recognized

that the depth of shock-induced melting exceeds the excavation depth in basin-forming events (56).

Thus, in such large impacts, the collapse of the transient cavity involves significant amounts of melted

material. As a result, the gravitationally-driven collapse of the transient crater led to overshoot and

sloshing of mantle materials onto the surrounding crust (55); however, widespread surface deposits of

mantle materials are not observed around South Pole-Aitken basin.

In this work, it is recognized that the collapse of the mantle involves a two-phase flow of melt and

solid clasts. Under the high strain rates of crater collapse, the ratio of clast inertia to viscous forces (the

Bagnold number) is high; as a result, the shear stresses are determined by collisions between the solid

clasts (57). Furthermore, the convergent geometry ensures a high volume fraction of clasts mixing into

the melt. Here, this complex debris flow of mantle materials was modeled using a simplified approach:

when the temperature exceeded the solidus, a pressure-dependent friction law (coefficient of 0.1 to 0.2

based on melt-lubricated faults (58)) was used at high strain rates (>10−4 s−1), and a Newtonian fluid

rheology was used at low strain rates when the viscosity of the fluid dominates (59).

During collapse of the transient cavity, the frictional strength of the melt-clast mixture inhibits sig-

nificant overshoot of mantle material. As a result, most of the deposits near the basin rim are primary

ejecta from the excavation cavity. In the three-dimensional simulations, the basin structure about an hour

after the impact has two major features: (i) an inner region filled with a mixture of melt and solid clasts

and bounded by the cold crust folded over at the rim of the excavation cavity, and (ii) a terrace of thinned

and translated cold crust surrounded by the original crust thickened by ejecta deposits. We identify the

boundary between the thinned terrace and thickened crust as the approximate final basin diameter, which

is analogous to the outer ellipse in Fig. 1. The thickest crust in our simulations is located in the down-

range direction, consistent with the thickened crust north of the South Pole-Aitken basin as derived from
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gravity and topography data (11) (though see (60) for a non-impact explanation for this thickened crust).

Most of the crust in the inner region, denoted by white lines in Figs. 3 and S1 to S8, was excavated

during formation of the transient cavity; some crustal materials remain trapped beneath the projectile

and are melted and partially vaporized by the impact shock. The deep thermal anomaly from the impact

has a diameter slightly larger than the region of excavated crust. We hypothesize that this melt pool

fractionally crystallizes (61), possibly incorporating portions of the adjacent crust, to form a new, thinner

crust in the inner basin. This secondary crust would correspond to the mafic geochemical anomaly

associated with the interior of the South Pole-Aitken basin, approximated by the inner solid white line

in Fig. 1. In all cases studied here, the basin is approximately circular. However, the hot inner region is

offset downrange from center, and post-impact modification may affect the final shape. In addition, the

calculated distributions of crust and projectile materials in and near the hot inner region is likely to be

modified during post-impact processes.

We considered impact velocities from 5 to 30 km s−1, impact angles of 30, 45 and 60 degrees,

bolide radii from 75 to 260 km, and homogeneous bolides and differentiated bolides with 1/3 core mass

fraction. The probability distribution of impact parameters is centered around 45◦ and 15 km s−1 (62),

where a differentiated projectile 200 km in diameter forms an approximately 2000 km diameter basin.

The peak shock pressures were about 120, 250, and 1000 GPa for impact velocities of 10, 15, and 30

km s−1, respectively. The 30 km s−1 events led to significant amounts of vaporization of the silicates in

the projectile (63) and the ejecta deposits lack significant concentrations of the silicate component of the

projectile. Much of the vapor escapes the Moon’s gravity or is finely dispersed over the lunar surface.

Below about 10 km s−1, vaporization is negligible. For the distribution of probable impact velocities, iron

in the projectile core undergoes minor amounts of shock-induced vaporization. In 60◦ events, most of the

iron core in differentiated projectiles is jetted from the growing transient cavity at velocities exceeding

the escape velocity of the Moon. The amounts of projectile mantle and core retained on the surface of the

Moon for all our simulations (excluding the vaporized component that was discarded) are summarized
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in Table S4.

During the impact event, the projectile deformed and lined the transient cavity floor, and the vapor-

ized mass fraction escaped on non-ballistic trajectories. The melted and solid portions of the projectile

mixed with the lunar crust at the bottom of the transient cavity, and the multi-material code advected the

mixed materials together through the mesh. The ballistic ejecta is composed primarily of excavated lu-

nar crust. Figs. S1-S8 present the crustal thickness and integrated thickness of projectile materials mixed

into the crust for a selection of simulation runs. The transient cavity formation time was about 500 s,

and the basin formation time (including deposition of the continuous ejecta blanket) was about 1 hour.

The simulations were run typically for more than one hour, with some cases up to 4 hours to examine

far-field ejecta. Some of the high velocity ejecta passed beyond the spatial confines of the simulation

domain and were removed from consideration. The deposition of ejecta on the opposite hemisphere of

the Moon would be affected by the Moon’s rotation (64), which is not accounted for in our simulations.
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Fig. S1. Comparison of simulation results with different spatial resolutions of the lunar crust. Crustal
thickness (left) and integrated thickness of projectile core materials (right) are shown for simulations with
10-km (top), 20-km (middle), and 40-km (bottom) resolutions in the crust of the impacted hemisphere.
For these oblique impact simulations, the impact direction was from left to right, the impact velocity was
15 km s−1, the impact angle from vertical was 45◦, and the projectile was differentiated with a 100 km
radius and a 55 km radius core. The map projection is simple cylindrical, and the solid white contour
denotes where the crustal thickness has been reduced by a factor of two. The maximum integrated
thickness of core materials is 5.4, 4.1, and 5.6 km for the 10, 20, and 40 km resolution simulations,
respectively. Results for these tests are shown 55 minutes following the impact.
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Fig. S2A. Crustal thickness (top left), integrated projectile mantle thickness (bottom left), integrated
projectile core thickness (bottom right), and predicted magnetic field strength (top right) for a represen-
tative South Pole-Aitken basin forming impact event. For this oblique impact simulation, the impact
direction was from left to right, the impact velocity was 30 km s−1, the impact angle from vertical was
30◦, and the 75 km radius projectile was differentiated with a 41 km radius core. The projectile mantle
component delivered to the Moon was assumed to possess the thermoremanence susceptibility of eucrite
meteorites (6.59× 10−4 SI units), whereas the projectile core materials were assumed to possess a ther-
moremanence susceptibility of 0.5 SI units, which is representative of ordinary and enstatite chondrites.
The magnetic field strength was determined by assuming the projectile materials acquired a thermorema-
nent magnetization in a dipolar field with a surface field strength of 5 µT. The map projection is simple
cylindrical, and the solid white contour denotes where the crustal thickness has been reduced by a factor
of two. The simulations had a resolution in the crust of 20 km on the impacted hemisphere, and the
results are shown 67 minutes following the impact.
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Fig. S2B. Same as Fig. S2A, but for an impact angle of 45◦ from vertical.
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Fig. S3A. Impact of a 100 radius differentiated projectile with a 55 km radius core, an impact velocity
of 15 km s−1, and an impact angle of 30◦ from vertical. Format and other parameters the same as in
Fig. S2A.
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Fig. S3B. Same as Fig. S3A, but for an impact angle of 45◦ from vertical.
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Fig. S3C. Same as Fig. S3A, but for an impact angle of 60◦ from vertical.
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Fig. S4A. Impact of a 130 km radius differentiated projectile with a 71 km radius core, an impact
velocity of 10 km s−1, an impact angle of 30◦ from vertical, and a simulation resolution in the crust of
40 km. Format and other parameters the same as in Fig. S2A.
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Fig. S4B. Same as Fig. S4A, but for an impact angle of 45◦ from vertical, and a simulation resolution in
the crust of 20 km.
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Fig. S4C. Same as Fig. S4A, but for an impact angle of 60◦ from vertical, and a simulation resolution
in the crust of 20 km.
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Fig. S5. Comparison of simulation results with different resolutions of the lunar crust and different
resolution tabulations of the equation of state. Crustal thickness (left) and integrated thickness of projec-
tile materials (right) are shown for simulations with 10-km (top), 20-km (middle), and 40-km (bottom)
resolutions in the crust on the impacted hemisphere. For these oblique impact simulations, the impact
direction was from left to right, the impact velocity was 15 km s−1, the impact angle from vertical was
45◦, and the projectile was homogeneous in material properties with a 125 km radius. The map pro-
jection is simple cylindrical, and the solid white contour denotes where the crustal thickness has been
reduced by a factor of two. The 10-km case used a more coarsely gridded equation of state table than the
other two simulations. The maximum integrated thicknesses of projectile materials are 437, 171, and 217
km, which are shown 66 minutes following the impact, for the 10, 20, and 40 km resolution simulations,
respectively.
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Fig. S6A. Crustal thickness (top), integrated projectile thickness (middle), and predicted magnetic field
strength (bottom) for a representative South Pole-Aitken basin forming impact event. For this oblique
impact simulation, the impact direction was from left to right, the impact velocity was 30 km s−1, the
impact angle from vertical was 30◦, and the projectile was homogeneous with a 79 km radius. The sim-
ulation resolution in the crust was 40 km. The projectile component delivered to the Moon was assumed
to possess the average thermoremanence susceptibility of chondritic meteorites (0.453 SI units), and the
magnetic field strength was determined by assuming the projectile materials acquired a thermoremanent
magnetization in a dipolar field with a surface field strength of 100 µT. The map projection is simple
cylindrical, and the solid white contour denotes where the crustal thickness has been reduced by a factor
of two. The simulation results are shown 83 minutes following the impact.
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Fig. S6B. Same as Fig. S6B, but for an impact angle of 45◦ from vertical, and 2.8 hours following the
impact.
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Fig. S7A. Impact of a 125 km radius homogeneous projectile at an impact velocity of 15 km s−1 and an
impact angle of 30◦ from vertical. Results are shown 67 minutes following the impact. Format and other
parameters the same as in Fig. S6A.
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Fig. S7B. Same as Fig. S7A, but for an impact angle of 45◦ from vertical, a simulation resolution in the
crust of 10 km, and 67 minutes following the impact.
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Fig. S7C. Same as Fig. S7A, but for an impact angle of 60◦ from vertical, and 67 minutes following the
impact.

23



90˚ 120˚ 150˚ 180˚ 210˚ 240˚ 270˚ 300˚ 330˚ 0˚ 30˚ 60˚ 90˚
-90˚

-60˚

-30˚

0˚

30˚

60˚

90˚

0 10 20 30 40 50 60 70 80

Crustal thickness (km)

90˚ 120˚ 150˚ 180˚ 210˚ 240˚ 270˚ 300˚ 330˚ 0˚ 30˚ 60˚ 90˚
-90˚

-60˚

-30˚

0˚

30˚

60˚

90˚

0 5 10 15 20 25 30 35 40 45 50

Integrated thickness of projectile materials (km)

90˚ 120˚ 150˚ 180˚ 210˚ 240˚ 270˚ 300˚ 330˚ 0˚ 30˚ 60˚ 90˚
-90˚

-60˚

-30˚

0˚

30˚

60˚

90˚

0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 2800

⏐B⏐ (nT)

Fig. S8A. Impact of a 150 km radius homogeneous projectile at an impact velocity of 10 km s−1 and an
impact angle of 30◦ from vertical. Results are shown 65 minutes following the impact, and the crustal
resolution is 20 km. Format and other parameters the same as in Fig. S6A.
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Fig. S8B. Same as Fig. SBA, but for an impact angle of 45◦ from vertical, a simulation resolution in the
crust of 10 km, and 67 minutes following the impact.
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Fig. S8C. Same as Fig. S8A, but for an impact angle of 60◦ from vertical, and 67 minutes following the
impact.
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Table S1. Saturation remanent magnetization per unit massmrs of lunar rocks in A m2 kg−1.

Sample number log10 mrs Source
Mare basalts
10003 -3.347 (65)
10017 -3.108 (65)
10020 -2.921 (65)

-3.125 (66)
10024 -2.824 (67,68)
10047 -3.602 (65)

-3.658 (69)
10049 -2.831 (70)
10050 -3.137 (65)
10057 -2.854 (65)
10058 -3.699 (69)
10062 -3.222 (69)
10069 -1.658 (65)
12009 -3.190 (70)
12022 -3.357 (70)
12053 -3.092 (67,68, 71)

-3.602 (69)
12063 -3.495 (69)
12065 -3.523 (69)

-3.056 (72)
15016 -3.155 (72)

-3.367 (65)
15058 -3.000 (68,73)
15076 -2.076 (72)
15495 -3.125 (73)
15499 -3.090 (70)

-3.000 (65)
15555 -3.000 (73)

-3.456 (72)
15556 -2.824 (73)

-2.886 (73)
15595 -3.108 (72)
15597 -3.342 (70)

-3.409 (65)
70017 -2.045 (74)

-3.000 (75)
-2.824 (75)

70035 -2.592 (76)
-2.770 (65)

70135 -2.745 (65)
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Sample number log10 mrs Source
70215 -2.770 (76)

-2.357 (75)
71055 -2.071 (74)
75055 -3.333 (76)
74275 -2.260 (76)

-2.112 (74)
78505 -2.721 (65)
79155 -2.387 (65)
NWA 032 -2.852 (19)
NWA 4734 -2.150 (19)
Mg-suite norites
78235 -2.487 This study, (77)
Mg-suite troctolites
76535 -3.220 (20)
Pristine anorthosites
60015 -4.137 (65)
60025 -5.301 (65)
Mafic impact melt breccias
60315 -3.155 (73)

-3.071 (78)
61156 -2.523 (75)

-2.222 (75)
14303 -1.678 (68)
14311 -2.367 (68)
14312 -2.268 (5)
14321 -2.108 (5)
66095 -2.107 (72)

-2.201 (73)
15455 -2.678 (65)
62235 -1.724 (79)

-2.180 (65)
65015 -2.602 (65)
77135 -3.086 (65)
14305 -2.553 (65)
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Table S2. Summary of magnetic properties of common lunar rocks: sample type, assumed density ρ,
saturation remanent magnetization per unit volume Mrs, thermoremanence susceptibility χTRM , and
number of samples N .
Sample type ρ M

†
rs χ

†
TRM N

kg m−3 A m−1 SI
Mafic impact-melt breccias 3000 11.7 (+20.8,−7.5) 4.92 (+8.70,−3.14)× 10−3 16
Granulitic breccias 2800 7.02 (+8.00,−3.74) 2.94 (+3.35,−1.57)× 10−3 5
Pristine Mg-suite rocks 3000 4.20 (9.77, 1.81) 1.76 (4.09, 0.76)× 10−3 2
Mare basalts 3300 3.77 (+7.49,−2.51) 1.58 (+3.14,−1.05)× 10−3 50
Pristine feldpathic highland rocks 2800 5.35 (20.4, 1.40)× 10−2 2.24 (8.56, 0.59)× 10−5 2

† Multisample averages and ±1-σ variability in parentheses calculated assuming a log-normal distribution. When only two
samples are available, the values in parenthesis correspond to the minimum and maximum values.
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Table S3. Magnetic properties of chondritic and achondritic meteorites: meteorite type, assumed density
ρ, saturation remanent magnetization per unit volumeMrs, and thermoremanence susceptibility χTRM .
Meteorite ρ

�
M

†
rs χ

†
TRM Source

Class kg m−3 A m−1 SI
Chondrites
H 3420 1160 (+950,−520) 0.485 (+0.398,−0.219) (80)
L 3360 443 (+805,−286) 0.186 (+0.337,−0.120) (80)
LL 3220 950 (+1277,−545) 0.398 (+0.535,−0.228) (80)
C(2,4,5) 3530 401 (+2767,−350) 0.168 (+1.159,−0.147) (81)
CI 1600 1060 (+30,−30) 0.443 (+0.015, 0.014) (81)
CK4 2850 3590 (+840,−680) 1.50 (+0.35, 0.29) (81)
CM2 2250 148 (+77,−51) 0.0619 (+0.0323,−0.0212) (81)
CO3 3030 1530 (+1710,−810) 0.643 (+0.718,−0.339) (81)
CR2 3100 1630 (+570,−420) 0.681 (+0.238,−0.176) (81)
CV3 2950 178 0.0745 (81)
CV3o 2790 452 (+2709,−388) 0.190 (+1.135,−0.162) (81)
CV3r 3115 284 (+1370,−920) 1.19 (+0.57,−0.39) (81)
EH 3720 1330 (+510,−370) 0.557 (+0.213, 0.154) (81)
EL 3550 394 (+299,−170) 0.165 (+0.125,−0.071) (81)
R 3030� 138 (+281,−92) 0.0577 (+0.1179,−0.0387) (81)
Achondrites
Angrites 3200 29.7 (+105.2,−23.1) 0.0124 (+0.0441,−0.0097) (82)
Aubrites 3120 7.48 (+9.48,−4.18) 0.00314 (+0.00397,−0.00175) (82)
Brachinites 3300 250 0.105 (82)
Diogenites 3230 5.04 (+5.00,−2.51) 0.00211 (+0.00210,−0.00105) (82)
Eucrites 2900 1.57 (+2.31,−0.94) 0.000659 (+0.000968,−0.000392) (82)
Howardites 2970 10.8 (+9.7,−5.1) 0.00452 (+0.00405,−0.00213) (82)
Mesosiderites 4250 985 (+3349,−761) 0.413 (+1.403,−0.319) (82)
Ureilites 3050 1920 (+2110,−1010) 0.806 (+0.883,−0.421) (82)

� Densities from (83–85).
† Multisample averages and ±1-σ variability in parentheses calculated assuming a log-normal distribution.
� Using a density equal to that of CO chondrites.
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Table S4. Summary of impact simulations.
Figure number Impactor Impact velocity, Impact angle, Crust resolution, Percent projectile retained† EOS table

diameter, km km s−1 degrees km mantle core version�

Differentiated impactors
S1, top 200 15 45 10 (�) 90 2
S1, middle 200 15 45 20 4 83 2
S1, bottom 200 15 45 40 4 94 2
S2A 150 30 30 20 0 0.06 2
S2B 150 30 45 20 0.02 0.2 2
— 150 30 60 20 0 0 2
S3A 200 15 30 20 2 100 2
3, S3B 200 15 45 20 0.5 79 2
S3C 200 15 60 20 0 0.7 2
S4A 260 10 30 40 51 100 2
S4B 260 10 45 20 56 71 2
S4C 260 10 60 20 3 18 2
Homogeneous impactors
S5, top 250 15 45 10 16 — 1
S5, middle 250 15 45 20 11 — 2
S5, bottom 250 15 45 40 13 — 2
S6A 158 30 30 40 3 — 1
S6B 158 30 45 40 0.4 — 1
— 158 30 45 40 0 — 1
S7A 250 15 30 40 79 — 1
S7B 250 15 45 10 16 — 1
S7C 250 15 60 40 1 — 1
S8A 300 10 30 20 74 — 2
S8B 300 10 45 40 36 — 2
S8C 300 10 60 20 5 — 2

† Not including retained widely dispersed vaporized materials, which would finely coat the lunar surface.
� The calculations used SESAME-style equations of state (86), where pressure and energy are tabulated over a density-
temperature grid. Version 2 of the forsterite and silica tables had a finer grid spacing in the vapor region of the phase diagram
than version 1.
� Not calculated.
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PERSPECTIVES

Moonstruck Magnetism

GEOCHEMISTRY

Gareth S. Collins

Do magnetic anomalies on the Moon indicate 

the remains of a giant asteroid impact?
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representations. This does not ultimately set-

tle the question of what neurogenesis in the 

adult dentate gyrus is good for, but suggests 

that new neurons are critical for hippocampal 

function.The functional relevance of adult-

born neurons is network-specifi c, and adult 

hippocampal neurogenesis is thus distinct 

from the only other neurogenic region of the 

adult brain, the olfactory bulb. The healthy 

dentate gyrus turns out to be a house for many 

generations of cells under one roof and the 

site of an intriguing collaboration between 

the young and the older. 
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        A 
surprising result of the Apollo mis-

sions was the discovery of strong, 

localized magnetic fi elds emanat-

ing from the lunar crust ( 1). One reason 

these fi elds are so enigmatic is that endog-

enous lunar rocks contain a low abundance 

of metallic iron, making them very weakly 

magnetic ( 2– 4). How, then, did the Moon 

record such strong magnetic signatures? On 

page 1212 of this issue, Wieczorek et al. ( 5) 

propose that many of the Moon’s magnetic 

anomalies originate from highly 

magnetic deposits of a giant asteroid 

that collided with the Moon early 

in its history. These readily mag-

netized, extralunar deposits subse-

quently recorded magnetic f ields 

that may have been generated by an 

ancient lunar core dynamo and/or 

transient impact-generated fi elds.

The generation of a magnetic 

anomaly requires two things—a 

magnetic fi eld and a magnetic min-

eral that will record it. On Earth, 

the principal magnetic minerals are 

iron oxides and sulfides produced 

in the oxidizing terrestrial environ-

ment. By contrast, in the reducing 

lunar environment, metallic iron-

nickel alloys are the main carriers of 

remanent magnetization. Meteoritic 

materials can contain magnetic min-

erals of both types. Whereas mag-

netic minerals are generally abun-

dant in meteoritic material, they are 

extremely rare in the Moon’s crust and upper 

mantle because of the nature of the Moon’s 

formation and its thermal evolution. As a 

result, endogenous lunar materials are very 

poor at recording magnetic fi elds, whereas 

meteoritic material can be orders of mag-

nitude more magnetic. Wieczorek et al. use 

this observation to show that the strength of 

the lunar magnetic anomalies would require 

unrealistically thick deposits of unidirec-

tionally magnetized lunar crustal materi-

als, but can be explained by relatively thin 

deposits of meteoritic material.

On the basis of the observation that the 

spatial distribution of many of the anoma-

lies corresponds to the northern “rim” of the 

mammoth South Pole–Aitken (SPA) impact 

basin on the far side of the Moon, ~2500 km 

in diameter ( 6), Wieczorek et al. go on to 

propose that deposits from the SPA impac-

tor are the source materials for the lunar 

magnetic anomalies. According to their 

hypothesis, the SPA impac-

tor was ~200 km in diameter, 

approached the Moon from 

the south, and collided at an 

oblique angle to form an elon-

gated crater. In the process, 

impactor debris was sprayed 

downrange to the north and 

deposited near the northern 

basin rim. Computer simu-

lations of SPA-scale impacts 

performed to test this hypoth-

esis predict f inal impactor 

deposits that can explain the 

observed strength and distri-

bution of many of the Moon’s 

magnetic anomalies.

Wieczorek et al.’s inno-

vation explains where the 

Moon’s main magnetic field 

recorders came from, but what 

was the source of the ancient 

magnetic f ields? Evidence 

for an iron core in the Moon 

that is currently at least par-

tially molten ( 7) suggests that 

one possibility is an ancient 

lunar dynamo. Support for this 

Department of Earth Science and Engineering, 
Imperial College London, London SW7 2AZ, UK. 
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Aitken

South Pole

Making an impact. The South Pole–Aitken basin on the far side of the Moon, 
the largest and oldest defi nitive impact crater in the solar system, spans more 
than one-quarter of the Moon’s circumference from Aitken crater in the north 
to the lunar South Pole. This image is a mosaic from the Lunar Reconnaissance 
Orbiter Camera (LROC) Wide Angle Camera (WAC).
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PERSPECTIVES

Experimenting with Politics
SOCIAL SCIENCE

James N. Druckman1 and Arthur Lupia2  

Social scientists are turning increasingly to 

experiments to explain important political 

behaviors.

idea comes from paleomagnetic analyses of 

lunar samples ( 8– 10), which suggest that an 

ancient lunar magnetic fi eld, comparable in 

intensity to Earth’s present field, persisted 

for several hundred million years. This long 

duration is diffi cult to explain by an Earth-

like dynamo driven by thermal or chemical 

convection ( 11), but recent work has revived 

the idea, suggesting that an ancient lunar 

dynamo could have been powered by dif-

ferential rotation between the Moon’s core 

and mantle, either continuously over several 

hundred million years ( 12) or for short peri-

ods after giant impacts ( 13). Broad magnetic 

anomalies over several Nectarian-aged (from 

3.92 to 3.85 billion years ago) impact basins, 

recorded by slow cooling over long time peri-

ods, are also evidence for an early lunar core 

dynamo ( 14). However, it is also possible 

that the highly magnetic impactor remnants 

were magnetized by transient impact-gen-

erated fi elds ( 6) long after they were depos-

ited. As these ephemeral fi elds are strongest 

at the impact antipode, this idea explains the 

intriguing correlation between some of the 

largest magnetic anomalies and the antipodes 

of the four largest young impact basins on the 

Moon ( 15).

As the largest and oldest impact cra-

ter in the solar system, the SPA basin is of 

immense importance and is a strong candi-

date location for future sample-return mis-

sions. Although the detailed geologic record 

of Earth’s formative past was erased long 

ago, the Moon preserves materials in its 

crust and mantle that date from before con-

tinents grew and life began to stir on Earth. 

The huge SPA impact brought deep lunar 

materials to the surface, and sampling these 

otherwise inaccessible rocks could hold the 

key to understanding how the Earth-Moon 

system formed and evolved. Moreover, an 

accurate absolute age for the basin would 

provide a vital anchor for interpreting the 

violent bombardment history of the Earth 

and Moon and its infl uence on the evolu-

tion of life on Earth. If Wieczorek et al.’s 

hypothesis is correct, a sample-return mis-

sion to SPA’s northern rim may also uncover 

ancient meteoritic material from the giant 

asteroid that formed the basin itself. And if 

this highly magnetic material is accessible, 

it could prove an invaluable resource for 

human colonization of the Moon.  
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        I
n his 1909 presidential address to the 

American Political Science Associa-

tion, A. Lawrence Lowell ( 1) advised 

the then-fl edgling discipline against follow-

ing the natural scientists into greater use of 

experimental designs. This attitude toward 

experiments was still dominant at the end of 

the World War II, when political scientists 

were using increasingly intricate statistical 

methods to characterize relationships, but 

still ran few experiments. The tide began to 

turn in the 1980s, when scholars started to 

integrate the accumulated knowledge of tra-

ditional political science with the theoreti-

cal approaches of psychology and econom-

ics. This trend generated more acute causal 

predictions, which, along with technologi-

cal developments, led political scientists 

to increasingly turn to experiments. Today, 

experiments are often the preferred method 

to explain the causes and consequences of 

political behaviors ( 2).

Political scientists commonly use three 

different experimental methods. Laboratory 

experiments place subjects in situations that 

show how people reach decisions as vot-

ers, jurors, or legislators. Political scientists 

also embed experiments in large, and often 

nationally representative, surveys. These 

experiments elucidate how variations in the 

descriptions or presentations of political phe-

nomena affect the perceptions and feelings of 

diverse citizen populations. Finally, in fi eld 

experiments, researchers integrate random 

assignment into real political campaigns or 

attempts to implement policy. These experi-

ments can clarify the relative effectiveness of 

various tactics and strategies.

Laboratory experiments can, for exam-

ple, inform the design and effectiveness of 

governmental institutions. In a classic lab-

oratory experiment by Ostrom et al. ( 3), 

each subject decided how much to with-

draw from a group fund that mimicked a 

scarce environmental resource. If the sub-

jects overwithdrew, then the group as a 

whole earned less. Allowing group mem-

bers to shame those who overwithdrew, 

or to shame and fi ne, yielded greater col-

lective benefits than did fines alone. The 

results challenged the long-standing pre-

sumption that a group’s ability to produce 

high-value public goods—such as good air 

quality for all, despite individual incentives 

to pollute—requires an external author-C
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Your opinion counts. In survey experiments, politi-
cal scientists explore how the attitudes, perceptions, 
and emotions of citizens affect their responses in 
opinion surveys.
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